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I. Introduction

A number of large financial institutions failed during the financial crisis of 2007-2008.1 The main drivers of these failures have been discussed extensively in the press and have generated a number of scholarly articles, with analyses being informed to a large extent by the experience of brokers-dealers. The wave of commercial bank failures that immediately followed the main events of the financial crisis received considerably less attention.

The main determinants of balance sheet stress for commercial banks were much different than those for brokers-dealers. Though aggregate funding strains have been identified as one of the precipitating causes of the crisis, with a particularly pronounced impact on brokers-dealers,2 funding conditions alone cannot explain commercial bank failures. The FDIC reported 492 bank failures from January 1, 2005 to December 31, 2013. However, the vast majority of these failures - 462 failures - took place after the last quarter of 2008. That is, during a period when aggregate funding pressures in the banking sector had completely abated. Furthermore, throughout the financial crisis commercial banks had access to lender of last resort facilities at the Federal Reserve’s discount window.

In understanding bank failures during this episode, the role of real estate risk is important. The real estate sector experienced a severe and extended downturn during the Great Recession. Empirical models that aim to examine the determinants of bank failures during this episode should therefore account for the specific channels through which stresses in the real estate sector may have transmitted onto bank balance sheets, thereby contributing to bank distress and eventual failure; the paper makes progress on this front.

I identify three channels through which stresses in the real estate sector could impact a bank’s financial health. These channels operate through the bank’s exposure to real estate risk in each of its (1) illiquid assets, (2) marketable securities, and (3) off-balance sheet credit line portfolios. For each of these three portfolios, I consider how pre-crisis choices that yielded high portfolio exposure to real estate risk impacted the probability of bank failure during the crisis. Identification relies on cross-sectional variation in pre-crisis portfolio composition. For each portfolio, the estimator identifies the marginal effect of substitution of real estate for non-real estate products – i.e., within-portfolio composition effects – on the probability of failure

---


2See Gorton and Metrick (2012)), Adrian and Shin (2009), Brunnermeier (2009), Brunnermeier and Pedersen (2009)
during the Great Recession.

Banks raised their exposure to real estate risk substantially in the run-up to the crisis, but did not do so uniformly across real estate products. Whereas they increased their exposure to non-household real estate borrowers – such as investors in multifamily properties, developers of commercial real estate and land development projects – and in the case of large banks also to private-label MBS, they shed their exposure to traditional household real estate products – such as home mortgages and agency MBS. The evidence points to a shift of retained exposure from traditional household real estate products to non-core real estate products.

I find that the resulting pre-crisis portfolio composition, as obtained from a 2005 snapshot of bank balance sheets, holds relevance in predicting the probability of failure during the Great Recession, and more so for large banks. Pseudo-R2 measures of fit indicate that accounting for portfolio exposure to real estate risk improves the fit of a baseline model by an approximate 50% for small banks (assets less than $1 billion) and by 150% for large banks (assets greater than $1 billion).

At a more granular level, I find no evidence that exposure to household real estate credit contributed to bank failures. This result should not be interpreted as suggesting that the documented mass of defaults on home mortgage loans did not pose problems to financial intermediaries. Rather, it points to the offloading of household mortgage risk, that the securitisation process facilitated, from commercial banks to other financial intermediaries. And, possibly, to adequate allocation of capital for the residual risk that was kept on-balance sheet. In addition, as discussed below, the trajectory of unrealized book gains on agency MBS suggests that agency and (implicit) government guarantees on underlying loans, as well as policy interventions during the crisis, were successful in stemming the development of severe price pressures in that market.\(^3\)

The exposures that mattered most for bank failures were loans and credit lines extended to non-household real estate borrowers. In a counterfactual exercise I estimate that had the 2005 levels of exposure to loans and credit lines to non-household real estate borrowers been reduced independently down to the lowest quartile of their corresponding distribution, the aggregate probability of failure would have declined respectively by 5 and 3 percentage points for small banks, and by 7 and 4 percentage points for large banks. The effects are economically significant, and of the order of magnitude of the empirical loss rates observed in the data – 7 and 10 percentage points for small and large banks, respectively.

Exposure to private-label MBS – the securitization instrument for subprime mortgages and commercial real estate loans – mattered, but less so and only for large banks. Small banks were not impacted, possibly

\(^3\)The agency guarantee effectively removes credit risk from the product, in the process introducing prepayment risk, which is, however, priced less aggressively by investors.
due to their very low levels of exposure to this product. Applying the same counterfactual reduction in exposure as described above, would have resulted in a 2 percentage point decline in the average probability of failure of large banks.

These effects are not driven by correlations between the banks’ exposure to non-household real estate and their geographical market targeting. Using various proxies for county-level economic conditions, and relying on information about the geographical distribution and relative size of bank branches, I create and include as additional controls bank-level measures of exposure to local economic conditions during the crisis. I also test an alternative specification in which I saturate the model with state fixed effects, activated if the bank has a physical branch presence in the state. Though imperfect, these proxies should capture the first-order effects of potential biases in the coefficients arising from the banks’ co-determination of their product and locational mix. That their inclusion does not affect the main results, strongly suggests that the paper’s main findings primarily enter through the product-mix channel.

In a number of additional tests, I find the results to be robust to concerns about the confounding effects of the composition of the bank’s sources of income, to the influence of government interventions in the form of capital injections through the Troubled Asset Relief Program (TARP), to accounting for off-balance sheet exposures to asset-backed commercial paper conduits, and to excluding too-big-to-fail banks from the sample.

The paper’s main findings bring to the fore the detrimental impact of non-household real estate credit on commercial banks’ resilience during the Great Recession. In the aftermath of the crisis, references to the non-household real estate sector did emerge in public reports, examining, often in isolation, the failure of specific financial institutions. A notable example is the Examiner’s Report on the failure of Lehman Brothers, which documents the significant role that losses on the bank’s commercial real estate portfolio played in its eventual demise. At the same time, a broader discussion of the contribution of the non-household real estate sector to the cross-sectional distribution of commercial bank failures has been largely absent from analyses of the crisis, which tend instead to focus on the role of real estate credit to household borrowers. Duca and Ling (2015) show, however, that commercial real estate (CRE) markets experienced as deep a downturn as residential mortgage markets during the crisis. The authors attribute price movements in CRE markets to shifts in risk premia, which declined in the run-up to the crisis and increased sharply during the crisis. Levitin and Wachter (2013) argue that the boom in CRE markets was partly driven by innovations in commercial mortgage-backed security (CMBS) markets, which resulted in traditional investors in CRE markets being outbid by collateralized debt obligation (CDO) packagers with lower underwriting standards.

---

4The full report can be found at https://jenner.com/lehman
The question remains as to how it is that the identified “toxic” exposures contributed to bank failure. I track the performance of various assets moving through the crisis and find that real estate loans exhibited higher non-performing rates than non-real estate loans, across both failed and survivor banks. Loans to non-household real estate borrowers were the worst performer. Also in line with expectations, I find that private-label MBS performed worse than the reference portfolio of non-MBS securities.\(^5\) Agency MBS, on the other hand, performed better than the reference portfolio, likely because of agency and (implicit) government guarantees associated with these securities, and due to the Federal Reserve’s support of this market.

The differences in performance between household and non-household real estate loans are broadly consistent with known differences in the general features of these products. For example, compared to residential real estate (RRE) loans, CRE loans are larger and harder to diversify, rely on more complex repayment sources, and are rarely fully amortized, with balloon payments of principal often required upon maturity (Levitin and Wachter (2013)). In addition CRE borrowers are subject to prepayment penalties that make refinancing costly, and they face arguably lower disincentives for strategic defaults.

That real estate products underperform non-real estate ones also in the portfolios of surviving banks, points to the presence of aggregate strains in the real estate sector during the Great Recession. Under such aggregate strains, certain types of real estate products performed consistently poorly — regardless of the identity of the bank holding them — and the probability of bank failure could have been raised solely by ex-ante portfolio choices that skewed the composition of each bank portfolio towards these products. The results discussed earlier, show that this is precisely what failed banks did during the run-up to the crisis.

Further analysis reveals a second margin along which failed banks’ investment choices compromised their financial position during the crisis. Not only did failed banks skew their portfolios towards the worst performing product categories, but within each category they invested in assets of lower quality than those that survivor banks invested in. During the crisis, the real estate loan portfolios of failed banks exhibited on average higher non-performing loan rates than those of survivor banks, and the differences in performance are significant across years, bank size and real estate loan categories. Furthermore, the MBS held by failed banks performed worse than those held by survivor banks. This result is robust for agency MBS, but less so for private-label MBS. This could be driven by strategic misreporting of the fair value of private-label MBS but could also be a statistical artifact of the small number of commercial banks with exposure to private-label MBS.

Differences in asset performance cannot be solely explained by the comparatively more rapid pace at

\(^5\)I use unrealized mark-to-market gains to assess the performance of securities.
which failed banks accumulated exposure to real estate products during the run-up to the crisis. Failed banks did indeed increase their exposure to both loans and credit commitments to non-household real estate borrowers substantially more than survivor banks during this period. However, I find that the subset of survivor banks that also expanded rapidly into real estate during the pre-crisis period did not experience the same subpar levels of asset performance as failed banks did during the crisis.

I also examine interest returns on loans, to gauge the extent to which the ex-ante pricing behavior of banks was consistent with ex-post portfolio risk. I find that the pre-crisis interest returns of the banks’ real estate loan portfolios were lower than those of their non-real estate portfolios, which is in sharp contrast to the higher non-performing rates of real estate loans during the crisis. However, I also find that the ex-post differences in non-performing loan rates between failed and surviving banks’ real estate portfolios were partially priced in by failed banks during the pre-crisis years.\(^6\)

Understanding the characteristics of business models that are most prone to introducing financial fragilities across banks is of paramount importance to bank supervisors and regulators. The only study known to the author that (a) considers bank failure as the performance metric, and (b) attributes variation in bank performance to granular differences in the composition of the banks’ various portfolios – i.e., the banks’ “product mix” – is Cole and White (2012).\(^7\) My paper builds on Cole and White (2012) to provide a more comprehensive understanding of the impact of stresses in the real estate sector on commercial bank failures during the Great Recession. Compared to Cole and White (2012), I make two sets of incremental contributions. The first set pertains to completeness, the second to identification.

I provide a more granular examination of the real estate channel and produce additional evidence in support of the causal interpretation of the main results. First, I track the performance of bank assets moving through the crisis, and generate important insights into the specific manner in which portfolio risk materialized on commercial banks’ balance sheets during this episode. Second, I examine interest returns to show that real estate risk was not priced adequately prior to the crisis, but that differentials in real estate risk – between failed and survivor banks’ loan portfolios – were partly priced in the correct direction. Third, I exploit growth patterns during the pre-crisis period to show that the rapid accumulation of exposure to real estate risk alone cannot explain differences in asset performance between failed and survivor banks during the crisis. Fourth, whereas the focus of the analysis in Cole and White (2012) is on banks’ loan portfolios, I also examine the

---

6 As the dataset does not contain information on returns for each of the real estate loan categories separately, I have to rely on broad aggregate returns for real estate loans. Therefore, the analysis cannot determine whether the risk component that was priced was the one due to allocation choices across product categories or the one due to idiosyncratic differences in risk levels within each product category.

7 Cole and Fenn (2008) examine the effect of portfolio choices on bank failure during the 1985-92 crisis.
banks’ marketable securities and off-balance sheet credit line portfolios, and find the latter to be a significant source of fragility.\footnote{The empirical specification in Cole and White (2012) accounts for aggregate holdings of marketable securities, but does not have any refinements beyond that level. Although the authors report that they do not find MBS holdings to have an effect on bank failure, this result rests on rather generous assumptions about the share of MBS in the banks’ marketable securities portfolio.}

In addition, my empirical strategy differs from Cole and White (2012) on several fronts. First, I estimate the effect of each real estate exposure as the marginal effect of substitution within the most relevant bank portfolio – illiquid assets, marketable securities, credit lines – rather than within the broader asset structure of the bank. This rids the estimates of biases that may arise from unobserved characteristics that are common among real estate and non-real estate products within each portfolio. Second, whereas Cole and White (2012) consider bank failures only in 2009 and have to rely on estimated proxies for “would be” failures for later years, I use more complete data which include all bank failures until the end of 2013. Third, I provide a more rigorous treatment for the potentially confounding effects of shifts in local economic conditions during the crisis.

The rest of the paper proceeds as follows: Section II discusses the relevant literature, Section III presents the data sources and discusses the timeline of bank failures and evolution of bank risk moving through the Great Recession. Section IV presents the empirical methodology. Section V estimates a baseline model of bank failure, and Section VI augments the baseline model to account for real estate risk and presents the paper’s main findings. Section VII tests the main results against a number of alternative interpretations. Section VIII tracks the performance of various real estate assets moving through the crisis and identifies the presence of significant variation in performance across both asset categories and banks; Section IX concludes.

II. Literature Review

Bank failures are not frictionless events. They may result in the loss of non-transferable components of charter value (Demsetz, Saidenberg and Strahan (1996), Keeley (1990)) and can directly impact real economic activity (Ashcraft (2005)). Furthermore, banks’ response to distress can negatively impact the economy even in the absence of actual failures. For example, bank distress during the Great Recession can explain income growth and activity in the construction sector (Calomiris and Mason (2003)). Research focusing on the recent financial crisis shows that distressed and failing banks may raise the cost of funding for their non-failed competitors (Acharya and Mora (2012)), and banks most exposed to liquidity risk can significantly contract their supply of credit (Ivashina and Scharfstein (2010), Cornett et al. (2011), and Antoniades (forthcoming)).
The depletion of a bank’s capital buffers is normally the trigger of bank failure. The New England experience of the early 1990s has shown that even seemingly well-capitalized banks can fail, as capital buffers deteriorate rapidly when banks approach failure (Peek and Rosengren (1997)). Berger and Bouwman (2013) show that capital raises the probability of survival and market share of smaller banks during banking crises, market crises, and normal times, but improves the performance of medium and large banks primarily during banking crises. These studies advance our understanding of bank capital’s primary function as the buffer that stands between bank survival and failure, but do not directly speak to the root causes of the losses that capital buffers are set to absorb.

In thinking about bank performance, risk-taking becomes central. A number of studies have examined the root determinants of bank risk during the recent financial crisis – see for example, Laeven and Levine (2009), Fahlenbrach and Stulz (2011), Beltratti and Stulz (2012). The common thread in these studies is the presence of agency-type drivers of risk, stemming perhaps from firm culture, whose effects are either amplified or subdued via differences in corporate governance. Cheng, Hong and Scheinkman (2015) identify a causal relation that runs in the reverse direction, from firm risk to managerial pay, as risk-averse managers require more pay to compensate them for working in riskier firms. These studies generate important findings, which, with the exception of Beltratti and Stulz (2012), abstract from the specific channels via which agency problems generate the eventual risk.

Related research has taken on directly the question of whether certain business models were more prone to distress than others during the financial crisis of 2007-2008 (Ratnovski and Huang (2009), Altunbas, Manganelli and Marques-Ibanez (2012), Beltratti and Stulz (2012), Fahlenbrach, Prilmeier and Stulz (2012)). The common finding in these studies is that banks with fragile funding structures performed worse during the crisis, with some evidence that aggregate stresses in the real estate sector may have impacted bank performance.

Other studies rely on a significantly more granular decomposition of the banks’ business models to identify the major drivers of failure. Cole and White (2012) provide the first evidence that the composition of the banks’ loan portfolio – particularly the choices pertaining to real estate products – was a major driver of US commercial bank failures during the recent crisis. DeYoung and Torna (2013) find that the composition of banks’ sources of income also mattered for bank failures.
III. Data Sources and the Timeline of Failures

I obtain financial data for commercial banks from the Reports of Condition and Income (Call Reports) made available online in summary form by the Federal Reserve Bank of Chicago. The reports cover all commercial banks and contain detailed financial information in a number of different schedules. I obtain the list of failed institutions from FDIC and merge the two datasets using the FDIC certificate number as the key identifier. The FDIC reported 492 bank failures during the period January 1, 2005 to December 31, 2013. When I merge with the 2005 call reports, I have 8,541 banks 405 of which failed. To achieve a more uniform sample, I drop a number of observations. I first drop thrifts, savings banks, and other institutions that are not classified as commercial banks in the call reports, because such banks operate under a different charter and have different business models than commercial banks; this leaves 7,650 commercial banks (384 failed). I drop small banks with average assets in 2004 less than $50 million, and have 5,802 banks (323 failed), and then drop banks that entered the sample after 2004, and have 5,634 banks remaining in the sample (301 failed). Last, I drop banks that exited the sample before Dec 31, 2013 without being reported as bank failures by the FDIC (possibly due to mergers, parent BHC failure, or changes in reporting requirements). The final sample contains 4,320 banks, 301 of which failed between January 1, 2005 and December 31, 2013.

A. Timeline of Bank Failures

Figure I shows the number of bank failures per quarter for the period January 1, 2005 to December 31, 2013. A total of 301 commercial banks in the sample failed during this period. The first bank failure in the sample occurred in the last quarter of 2007. The rate of bank failures picked up in 2009-2010, but has been gradually declining since then, with only two failures recorded in my sample in the fourth quarter of 2013.

B. Evolution of Default Risk

Although the deterioration of funding conditions in the markets for wholesale funds has been identified as one of the precipitating causes of the crisis, the pattern of commercial bank failures shown above exhibits a significant lag with respect to the time-series variation in aggregate funding conditions during the crisis, as

---

9Some smaller non-commercial banks that were dropped from the final sample failed before the fourth quarter of 2007. The general patterns observed in I, however, do not change if I include all bank failures.

10See for example Gorton and Metrick (2012)
proxied for example by the TED spread (Figure II).\textsuperscript{11} That the mass of failures takes place in a period during which aggregate funding pressures in the banking sector had completely abated, suggests that commercial bank failures during this episode cannot be attributed to banks’ inability to meet their short-term debt obligations due to sudden aggregate funding reversals. Furthermore, unlike brokers-dealers, commercial banks had continuous access to lender of last resort facilities at the Federal Reserve Bank’s discount window throughout the crisis. And the Term Auction Facility (TAF) program that was implemented in December 2007 provided funds to depository institutions against a wide range of collateral, in a manner that helped the borrowing banks to avoid the “stigma” effect often associated with discount window borrowing.

To get a better sense for how default risk evolved across the commercial banking sector during the crisis, in Figure III I plot separately for the groups of failed and survivor banks the time series variation in a measure of default risk, the z-score.\textsuperscript{12} The z-score is defined in Equation 1, where $\mu_{ROA}$ is the mean of the distribution of asset returns ($\tilde{ROA}$), $CAR$ is total equity capital divided by total assets, and $\sigma_{ROA}$ is the standard deviation of asset returns. A state of insolvency results when $\tilde{ROA} + CAR < 0$. If profits (and hence $\tilde{ROA}$) are normally distributed then the z-score is inversely related to the probability of insolvency (Roy (1952)).

$$z_{score} = \frac{\mu_{ROA} + CAR}{\sigma_{ROA}}$$ (1)

Variation in the median z-score of survivor banks should track aggregate levels of bank distress, free of idiosyncratic shocks that may have particularly affected failed banks. The z-score of survivor banks grows until 2007, but then enters a period of rapid declines until 2012 when it resumes growth. This pattern suggests that bank failures were not solely driven by forces idiosyncratic to failed institutions, but were at least partly due to systemic stresses that also affected institutions that survived the crisis. The presence of stresses idiosyncratic to failed banks is evident even prior to the crisis, as failed banks enter the crisis with a lower median z-score than survivor banks. Their median z-score drops significantly in 2008 and, as expected, the downward trend continues at an accelerating pace through to 2013.

The z-score is a good proxy for aggregate bank risk, but abstracts from the underlying drivers of risk. In the remainder of this paper, I examine specific aspects of the banks’ business models to identify important sources of risk during the Great Recession.

\textsuperscript{11}Tracking the LIBOR-OIS spread instead, paints a very similar picture of the time series evolution of aggregate funding pressures.

\textsuperscript{12}For each year, I plot the median z-score for all quarters for all banks in each group. I aggregate over the four quarters to avoid over-interpreting variation in the z-score due to seasonal variation in ROA. I plot the median instead of the mean because the z-score is highly skewed. The observed time trends remain unchanged if I plot the natural logarithm of the z-score instead.
IV. Empirical Methodology

A commercial bank’s business model can broadly be described in reference to its three main components: (a) assets, (b) liabilities, and (c) off-balance sheet, credit line commitments. The combined performance of these three business components determines the bank’s profitability, which in turn determines its overall financial health through its impact on bank capital.

Bank capital reflects the net book worth of the bank, and it can be modeled as obeying the law of motion shown in Equation 2. For each bank $i$ in time period $t$, capital in the next period is equal to the stock of capital the bank enters the current period with, plus net adjustments to capital due to the performance of each asset, liability, and off-balance sheet exposure, indexed $a$, $l$, $f$, respectively, with levels (stocks) denoted by $Asset_{ait}$, $Liability_{lit}$, and $Off_{fit}$, and corresponding net nominal returns $R_{ait}^{asset}$, $R_{lit}^{liability}$, and $R_{fit}^{off}$. The stock of capital may also be affected by other observable factors and unobservable idiosyncratic shocks, denoted by $Other_{xit}$ and $\epsilon_{it}$ respectively. A bank becomes insolvent when its capital buffers are depleted.

\[
\text{Capital}_{it+1} = \text{Capital}_{it} + \sum_a (Asset_{ait} \cdot R_{ait}^{asset}) + \sum_l (Liability_{lit} \cdot R_{lit}^{liability}) \\
+ \sum_f (Off_{fit} \cdot R_{fit}^{off}) + \sum_x (Other_{xit} \cdot R_{xit}^{other}) + \epsilon_{it}
\]

(2)

Banks actively manage their business model in response to changing economic and financial conditions, and one can reasonably assume that during the recent crisis such active management was informed by the banks’ internal assessment of default risk. Using contemporaneous financial variables to fit a model of bank failure during the crisis, would thus introduce simultaneity bias in the estimates.\(^{13}\) To address this concern, I focus on a pre-crisis snapshot of the banks’ business models and ask whether cross-sectional differences in business models can explain the probability of failure during the crisis.

To determine the relative influence of each variable of interest on the probability of bank failure, I estimate the probit model shown in Equation 3, where $Fail_i$ is a binary indicator variable which takes the value of 1 if bank $i$ was placed under FDIC receivership during 2006-2013, $I(.)$ is the indicator function, and $W_i$ is defined in Equation 4. Note that Equation 4 is a simple two-period version of Equation 2, where a pre-crisis snapshot of a bank’s business model determines its capital stock – and thereby its probability of failure –

\(^{13}\)In a panel setting, this source of endogeneity would be exacerbated by the inclusion of bank fixed effects, which would remove cross-sectional differences and rely entirely on endogenous within-bank variation for identification.
during the crisis.

\[ Fail_i = I(W_i < 0) \]  

\[ W_i = \beta^C \cdot Capital_i + \sum_a \beta^A_a \cdot Asset_{ai} + \sum_l \beta^L_l \cdot Liability_{li} \]
\[ + \sum_f \beta^F_f \cdot Off_{fi} + \sum_x \beta^X_x \cdot Other_{xi} + \kappa + \epsilon_i \]  

This is a “initial conditions” setup, where the banks’ pre-crisis business models are subjected to exogenous crisis-related stresses, and the observed outcome is whether the bank has transitioned to a state of failure during the Great Recession. I choose 2005 as the base, pre-crisis, year. Identification relies on the assumption that in 2005 banks did not anticipate the severe stresses that the banking sector would experience during the crisis, and the business models observed in 2005 were therefore not set in response to internal assessments of the probability of failure due to the subsequent events of the crisis. This is a reasonable assumption to make, since 2005 was followed by one more year of rapid credit expansion, the first aggregate stresses in the real estate and financial markets were experienced in 2006 and 2007 respectively, and in my sample there were no commercial bank failures until the end of 2007. For each bank, I average the values of control and explanatory variables over the four quarters of 2005. The results presented throughout carry through if I use either 2004 or 2006 as the base year instead.

V. Baseline Model

The baseline model includes a key set of variables that describe the bank’s financial condition and business model. Table I provides definitions for the variables used.

I decompose the bank’s asset structure into three categories: money market instruments, marketable securities, and other illiquid assets.\(^{14}\) The regression coefficients should be interpreted in reference to the omitted asset category of cash. I choose cash holdings as the omitted category, because cash is the most liquid, and least risky asset on the balance sheet.

I account for off-balance sheet drawdown risk by including the ratio of unused lines of credit to total assets.\(^{15}\) Studies have shown that firms drew down their credit lines during the crisis in anticipation of shocks

\(^{14}\)The results presented throughout the paper remain unchanged if I include an additional category for trading assets, or if I include trading assets in the marketable securities category.

\(^{15}\)I exclude commitments associated with credit cards from the aggregate measure of credit lines, to avoid skewing the distribution of the variable towards the few large credit card issuers in the sample.
to their liquidity position (Ivashina and Scharfstein (2010), Campello et al. (2011)). In addition, Dwyer, Zhang and Zhao (2011) show that riskier borrowers tend to utilize a larger portion of their credit lines, and that defaulted firms draw down more of their lines than non-defaulted ones do, doing so more heavily as they approach default.

The model includes additional variables, motivated by the CAMEL indicators employed by bank supervisors to assess the financial health of banks. The acronym stands for (C)apital adequacy, (A)sset quality, (M)anagement capability, (E)arnings, and (L)iquidity.

The asset decomposition described above accounts for liquidity. To control for capital adequacy I include the bank’s equity capital ratio.\textsuperscript{16} Thick capital buffers increase a bank’s loss-absorbing capacity and reduce the probability of failure during banking crises (Berger and Bouwman (2013)). On the other hand, as Calomiris and Mason (2004) show, the presence of large capital buffers may also indicate the accumulation of significant on- and off- balance sheet risk, where the binding capital constraint would be a market rather than a regulatory one.

The ratio of non-performing loans to total loans measures asset quality.\textsuperscript{17} I proxy for managerial quality with the bank efficiency ratio, which measures the bank’s ability to turn non-financial resources into income. The ratio decreases in the presence of unproductive overhead, but could also decrease due to higher expenditures associated with relationship lending activities. To control for earnings, I include the return on average assets. In principle, more profitable banks should be better placed to absorb losses, by rebuilding their equity buffers from retained earnings. However, during the upswing of the cycle high asset returns may also reflect excess risk, and may thus be associated with a higher probability of failure during the downturn.

I augment the model with three additional control variables. First, I include the ratio of core deposits to total assets. This is motivated by studies showing that, on metrics other than actual failure, banks with more stable funding structures performed better during the crisis (Ratnovski and Huang (2009), Beltratti and Stulz (2012), Fahlenbrach, Prilmeier and Stulz (2012)). I also include a dummy variable indicating whether the bank is member of a bank holding company (BHC), and thus able to rely on internal capital markets to weather the crisis (Campello (2002) ). The last variable I include is the natural logarithm of total assets. Asset size can proxy for a number of unobservables, such as opacity and “too big to fail” effects. Although the direction of its net effect is not clear on a priori grounds, I nonetheless include asset size as a potentially important determinant of bank failure.

\textsuperscript{16}The results remain unchanged if I use the Tier 1 leverage ratio, or the Tier 1 risk based capital ratio.

\textsuperscript{17}I define non-performing loans as loans past due 90 days or more and still accruing plus loans not accruing, to mitigate the effect of managerial discretion in reporting losses.
A. Pre-crisis differences in baseline business models

Table II displays difference-in-means tests for the control variables used in the baseline model, for each averaged over the four quarters of 2005. All variables are winsorized at the 1% and 99% levels. I split banks into two size buckets using a $1 bil threshold applied to the average total assets of each bank for 2004. Bank size is the dimension most likely to sort out major differences in important unobservables across banks, and this split allows me to examine whether the paper’s main findings are consistent across size categories.18

Differences between failed and survivor banks are more pronounced in the subsample of small banks. Consistently across size categories, failed banks rely less on core-deposit funding, hold less cash, and are less likely to be members of a BHC. Failed banks also hold less equity capital, smaller securities portfolios, and more illiquid assets, but the difference are statistically significant only in the subsample of small banks. Interestingly, on metrics of performance such as the return on assets, efficiency, and non-performing loan rates – failed banks do not appear to perform worse than survivor banks prior to the crisis.

B. Probit Estimates

To identify the independent effect of each variable on the probability of failure, I estimate the binary probit model described earlier in Equation 3. The results are shown in columns (1) and (3) of Table III, for small and large banks respectively. The reported coefficients are average marginal effects (AMEs) and are interpreted as the percentage point increase in the average probability of failure for a 1 percentage point increase in the value of the corresponding covariate.

This model serves as a benchmark for the paper’s main specification described in the next section, so I will not discuss the results at length other than indicate that high reliance on stable sources of funding - core deposits and equity capital - prior to the crisis is associated with a lower probability of failure. What the variation in the TED-spread shown on Graph II demonstrates, however, is that commercial bank failures cannot be explained solely by the presence of sudden aggregate funding reversals that made otherwise solvent banks unable to meet their short-term obligations. The next sections will demonstrate that banks’ main source of distress during the crisis was the accumulation of exposure to the non-core assets that the banks’ non-core liabilities possibly funded during the run-up to the crisis.

18See Allen and Saunders (1986) for differences in the costs faced in the federal funds market, Kashyap and Stein (2000) for differences in the strength of the bank lending channel of transmission of monetary policy.
VI. The Real Estate Story

The timeline of commercial bank failures and evolution of default risk presented earlier (Figures I, III), suggest the presence of a persistent shock that continued to adversely impact bank balance sheets even after aggregate funding pressures in the banking sector had abated. The collapse of real estate prices is such a shock and one that was arguably unanticipated by banks.

Figure IV shows the quarterly evolution of two real estate indices. The dashed line represents the S&P/Case-Shiller U.S. National Home Price Index, which measures shifts in the total value of all existing single-family housing stock in the US. The solid line represents the National Council of Real Estate Investment Fiduciaries (NCREIF) Property Index, which measures investment performance of commercial real estate properties acquired in the private market for investment purposes only. Both indices peaked prior to the financial crisis and their values declined rapidly during the crisis. The decline in residential real estate prices lasted longer, with sights of a recovery emerging late in 2012. Commercial real estate prices on the other hand recovered faster, but went through a significantly more volatile cycle. This is despite the fact that the NCREIF Property Index only includes investment-grade properties. In both cases, the decline in real estate prices was steep and prices did not recover as quickly as funding pressures abated.

To examine the extent to which a bank’s pre-crisis exposure to the real estate sector impacted its probability of failure during the crisis, I introduce variables that capture the composition into real estate products of a bank’s (1) illiquid assets, (2) marketable securities, and (3) off-balance sheet credit line portfolios. I posit that pre-crisis choices that increased the exposure of each of these three portfolios to real estate products increased the probability of bank failure during the crisis.

A. Econometrics of Portfolio Decomposition

Portfolio decomposition can be performed in two ways. Both approaches utilize the same information set – subject to linear transformations of the decomposition variables – but they each identify distinctly different effects. To illustrate the differences, consider a stylized bank balance sheet, with the asset side comprising only in cash and two categories of illiquid assets: real estate loans and non-real estate loans.

One formulation would designate cash as the omitted category and include as explanatory variables (1) the ratio of real estate loans to assets and (2) the ratio of non-real estate loans to assets. This formulation effectively casts the question of portfolio allocation as one concerning the choice between the omitted asset category of cash and the two categories of illiquid assets. Estimating this model would identify relations
between asset composition and the probability of failure that are not representative of the portfolio choices typically made by banks.

Staying with the same example, a second formulation would keep cash as the omitted category, but include as explanatory variables the ratios of (1) total illiquid assets, and (2) real estate loans to total assets. This formulation casts the question of portfolio allocation as one that recognizes that there are two margins of adjustment at play. One operates across the aggregate balance sheet and determines the allocation between cash and illiquid assets. The second operates within the illiquid assets portfolio and determines the allocation between real estate and non-real estate loans. The latter margin of adjustment is the one we are interested in, as it speaks directly to whether real estate exposures contributed to bank failures over and above what otherwise similar types of exposures within the bank’s relevant choice set did.

I therefore augment the baseline model with variables that capture the degree of exposure to various real estate products within the three portfolios of interest. At the same time, I retain as control variables the bank’s aggregate exposure to each portfolio. All variables are normalized by total assets.

Each of the estimated coefficients will identify the impact on the marginal probability of failure of substituting one unit of the particular real estate exposure for one unit of a non-real estate exposure within each portfolio. For example, if we let the estimated coefficient on traditional home mortgages be $\beta$, then increasing the pre-crisis exposure to traditional home mortgages by the equivalent of 1% of total assets, while at the same time decreasing the exposure to non-real estate illiquid assets by the same amount, would increase the probability of failure during the crisis by $\beta\%$.

**B. Real Estate Exposures**

In the illiquid assets portfolio I include three types of real estate exposures: (1) traditional home mortgages, (2) home equity loans, and (3) real estate loans to non-household borrowers.

Part of the crisis-related commentary revolved around traditional home mortgages. The basic storyline involves mortgage borrowers who, perhaps carried away by rapidly rising home prices, overextended themselves and assumed loan obligations on which they would subsequently default during the downturn of the economy. I thus include exposure to traditional home mortgages as a possibly explanatory variable of bank failures. For completeness, I include as a separate category exposure to home-equity loans, which are loans collateralized by the equity that the borrower holds on their property.

I also include a loan category that represents exposure to non-household borrowers real estate borrowers. Loans secured by multifamily residential properties are investment-type loans targeting larger residential
properties, and their risk-level is assessed along dimensions such as rental income potential, experience in managing multifamily properties, etc... Similar considerations make loans for commercial real estate, construction, and land development projects distinctively different than household real estate credit, and I therefore aggregate these loan products to one category.

To control for the composition of the bank’s portfolio of marketable securities, I include exposures to (1) agency and (2) private-label MBS. Agency MBS are issued or guaranteed by government-sponsored enterprises (GSEs), such as Ginnie Mae, Fannie Mae and Freddie Mac, and must conform to a set of standards that are put in place to cup the risk-profile of the underlying mortgages. Furthermore, GSEs enjoy an implicit government guarantee, which is typically priced into agency MBS. Private-label MBS on the other hand, are issued by private parties, are subject to less stringent underwriting requirements, and are the primary securitization vehicle for subprime mortgages and commercial real estate loans.\(^{19}\)

The last source of real estate risk I consider resides within the off-balance sheet credit line portfolio. During the crisis, the drawdown risks identified in Dwyer, Zhang and Zhao (2011) should have been particularly pronounced for lines of credit extended to real-estate borrowers. To test this hypothesis, I include two variables, capturing respectively exposure (1) to household real estate borrowers through home equity lines of credit (HELOCs), and (2) to non-household real estate borrowers.

The coefficients for both home equity loans and HELOCs should be interpreted with caution. Home equity loans are substitutes for a wide array of loan products – such as small business and student loans – and their performance can be subject to a wide array of influences that extend beyond stresses in the real estate sector. In addition, during the course of the crisis banks canceled a significant number of HELOCs, thus effectively severing the link between HELOCs and the type of drawdown risk discussed in Dwyer, Zhang and Zhao (2011). Last, the cross-sectional correlation between these two exposures is very high, and their independent effects are therefore hard to identify. For these reasons, in the remainder of the paper I will abstain from making inferences from the estimates for these two coefficients.\(^{20}\)

C. Exposure accumulation

I first ask whether – amid heightened levels of activity in the real estate sector during the run-up to the crisis – banks grew their own exposure to real estate. To answer this question, for each real estate product

\(^{19}\)Prior to the crisis, securitizations of loans with multifamily property collateral were also predominantly private-label, but in recent years agency activity in this market has been increasing.

\(^{20}\)The results presented throughout remain unchanged if I remove exposure to HELOCs from the list of explanatory variables and only retain the on-balance sheet exposure to home equity loans, whose coefficient becomes undifferentiated from zero in most of the tests.
I compare the bank’s average level of exposure in 2005 to its corresponding level in 2001. The results are shown in Table IV.

I find no evidence that banks increased their exposure to either agency MBS or traditional home mortgages during the run-up to the crisis. If anything, the difference-in-means tests point to a decrease in banks’ exposure to these products. This is consistent with active securitisation channels facilitating commercial banks’ off-loading of such risks to other financial intermediaries.

Banks, however, increased their exposure to all other real estate product categories. And they did so in magnitudes that more than offset the decrease in exposure to traditional home mortgage credit. These initial results demonstrate that, in terms of direct on- and off-balance sheet exposure, banks moved towards a more real estate-focused product mix during this period. However, with the exception of private-label MBS for large banks, they did not do so for the traditional home mortgage products one normally associates with the financial crisis of 2007-2008.

D. Pre-crisis differences in exposure to real estate

With banks significantly increasing their exposure to real estate products in their portfolios during the run-up to the crisis, I test for differences in the resulting pre-crisis exposures of failed and survivor banks. Difference-in-means tests are shown in Table V, where, for completeness, I also report results for the residual non-real estate part of each portfolio.

Regardless of bank size, failed banks have lower exposure to traditional home mortgages and agency MBS than survivor banks, although for large banks the differences are not statistically significant. At the same time, failed banks have significantly higher exposure to non-household real estate loans, with the average difference in exposure between failed and survivor banks at 19.6% and 16.7% of total assets, respectively for small and large banks. Smaller, but economically significant differences exist for credit lines extended to non-household real estate borrowers (6.4% and 4.8% for small and large banks respectively).

E. Probit estimates

The difference-in-means tests discussed above, suggest that exposure to non-household real estate credit may have precipitated bank failures during the Great Recession. To test this hypothesis more rigorously, I re-estimate the baseline probit model presented in Section V, now augmented to include the real estate portfolio composition variables described above. Columns (2) and (4) of Table III report the estimated
coefficients for small and large banks, respectively. For the reasons outlined earlier, coefficients for home equity loans and lines of credit are reported for completeness with no further discussion.

Real estate risk carries significant explanatory power in the context of bank failures. The pseudo-R2 values reported at the bottom row of Table III, indicate that the model that accounts for real estate risk (columns (2) and (4)) has a substantially better fit than the baseline model (columns (1) and (3)). Comparing the relative improvement in fit for the two subsamples, we see that real estate risk was a stronger driver of failure for large banks – with a roughly 150% increase in fit – than for small banks – for which, however, it remains substantial at roughly 50%.

The real estate risk that mattered most for bank failures was indeed primarily non-household. Neither exposure to traditional home mortgages nor to agency MBS increased the probability of failure over and above the base effect of non-real estate exposures in the illiquid assets and marketable securities portfolios, respectively. The probability of bank failure also increased with holdings of private-label MBS, but only for larger banks.\textsuperscript{21} Non-household real estate products – both loans and credit lines – on the other hand, enter with positive, economically and statistically significant coefficients.

The estimated coefficient for the effect of holdings of traditional home mortgages, should not be read as suggesting that there were no significant losses during the crisis stemming from exposure to this asset category. Rather, together with the earlier observations on the accumulation of real estate risk during the run-up to the crisis, these results suggest that commercial banks off-loaded part of that particular risk to other types of financial intermediaries through the securitisation channel. And, possibly, that they adequately provisioned capital for the residual risk associated with home mortgage loans retained on-balance sheet. The absence of an effect for holdings of agency MBS is likely driven by agency and (implicit) government guarantees associated with these securities, but also by the significant support that this market received through a number of Federal Reserve interventions.

**F. Economic Impact**

The estimated coefficients of the probit model are average marginal effects (AMEs), which identify the increase in the probability of failure corresponding to infinitesimally small changes in the explanatory variables. This is a useful sensitivity measure, which does not, however, incorporate information about the range within which changes in each variable could reasonably be expected to vary.

To assess the economic impact of each real estate product on bank failure, I perform a counterfactual

\textsuperscript{21} This is likely a result of the limited exposure that small banks had to this asset category (Table V)
exercise in which I decrease the banks’ 2005 exposure to that product down to the lowest quartile of the cross-sectional distribution of exposure levels in that year. I measure economic impact as the resulting change in the probability of failure predicted by the model, averaged across all banks in the sample. This approach naturally accounts for the distributional properties of each explanatory variable. I perform this exercise for one product at a time and do so separately for the subsamples of small and large banks, using the model estimates shown in columns (2) and (4) of Table III. The resulting probability estimates should be interpreted as the effect of reducing the exposure to each product, while at the same time increasing by an equal amount the exposure to a representative bundle of non-real estate products within the corresponding portfolio – i.e., conditioning on the size of the portfolio remaining constant.

The results are shown in Table VI. For both subsamples, the most significant reductions in the probability of failure would have been effected by reductions in the exposure to loans and credit lines to non-household real estate borrowers. Specifically, the average probability of failure would have declined by 5, and 3 percentage points for small banks, and by 7 and 4 percentage points, for large banks, respectively for these two products. A reduction in exposure to private-label MBS would have affected large banks only, resulting in a decrease in the average probability of failure of 2 percentage points. Given the loss rates observed in the sample – 7 and 10 percentage points for small and large banks, respectively – the impact of real estate risk is economically significant. Furthermore, the table shows that even if the coefficients of agency MBS and traditional home mortgages had been statistically significant, their economic impact would have been minimal.

VII. Robustness Tests

I subject the main findings of the paper to a series of robustness tests, with the results shown in Tables VII-VIII. For reference, columns (1) and (7) in Table VII and columns (1) and (5) in Table VIII report the coefficients for the paper’s core real estate model for small and large banks, respectively.

A. Product Mix vs Locational Mix

One concern is that the paper’s main findings may reflect a correlation between the banks’ choice of product mix and their choice of locational mix. For example, banks that prior to the crisis accumulated exposures to non-household real estate borrowers, may have also entered geographical markets that during the crisis were hit by economic shocks unrelated to the banks’ credit activities, yet somehow correlated with the banks’ ex-ante portfolio choices. In this instance, the increase in the probability of failure resulting from exposure to
non-household real estate borrowers may potentially be driven by omitted variable bias.

In the context of a banking crisis, it is not easy to completely disentangle the two effects. For example, regional shifts in real estate prices may raise the probability of bank failure, but may also be a result of banks’ adjusting their credit supply in response to increases in the probability of failure. Similarly, regional declines in average economic activity may both cause and be a result of bank failures in the region.

To address concerns about the confounding effects of banks’ locational choices, I employ the use of several proxies designed to capture bank-specific levels of exposure to local economic shocks. Though imperfect, these proxies should perform well in absorbing the first order effects of local economic conditions on the financial health of banks. To the extent that their values may simultaneously be influenced by bank failures, the resulting estimates would be lower bounds to the true effect of real estate risk on bank failures.

I construct three county-level measures of local economic shocks that capture, respectively, declines in income, rises in unemployment rates, and declines in house prices. I obtain income data from the Bureau of Economic analysis, unemployment rates from the Bureau of Labor Statistics, and House Price Index (HPI) data from the Federal Housing Finance Agency. I compute annualised rates of decline for per capita income and the HPI, and annualised level increases for unemployment rates, for the period 2006-2009. Ending the window in 2009 strikes a balance between using variation in the data that is plausibly exogenous to the (lagged) effects of bank failures, and ensuring that the time window extends far enough into the crisis to absorb some of the sharpest cross-sectional shocks in local economic conditions. In unreported regressions, I find that the results hold if use the values of county-level controls annualised over the entire 2006-2013 period instead.

I then create bank-specific measures of exposure to each of these economic shocks. To do so, I rely on data from FDIC’s Summary of Deposits to create for each bank a weighted average of its exposure to each economic shock, using as weights the proportion of the bank’s total deposits in 2005 that were held in branches in each county. I rely on the 2005 distribution of deposits, to get a more complete picture of the counties in which the bank’s loans were originated. Relying on information on the distribution of branch deposits, these measures ignore financial integration between counties, as well as larger lenders’ ability to extend credit in counties in which they do not have a large physical footprint. Nonetheless, they should be good overall proxies for bank-specific exposure to economic shocks.

The results are shown in columns (2)-(5) and (8)-(11) of Table VII. In columns (2) and (8) I add to the core real estate model the proxy for shocks to local income, in columns (3) and (9) the proxy for shocks to unemployment rates, in columns (4) and (10) the proxy for HPI declines, and in columns (5) and (11) all
three proxies at the same time. In all cases, the results are similar to the ones obtained for the model that
does not control for local economic shocks (columns (1) and (7)).

I also employ an alternative approach and saturate the main specification with state fixed effects, which
for a given bank are set to 1 if the bank has one or more branches located in that state. The results are
shown in columns (6) and (12), and are similar to those obtained for the main specification. One noticeable
difference is that in the subsample of larger banks the coefficients experience large swings in magnitude. This
is due to sample attrition,\textsuperscript{22} which significantly reduces the sample size in relation to the number of fixed
effects to be estimated, and makes the estimated coefficients rather unstable.

Taken together, these results strongly suggest that the effect of the bank’s product mix on the probability
of failure cannot be explained solely by the co-determination of product and locational mix.

\textbf{B. Product Mix vs Income Mix}

I also test whether the effects of the product mix on bank failure are merely driven by correlations with the
income mix of the banks, which DeYoung and Torna (2013) have shown to affect bank distress.\textsuperscript{23} I include
the ratios of stakeholder income, fee-for-service income, traditional fee income, and net interest income to
total income as additional control variables, all variables defined as in DeYoung and Torna (2013). The
results are shown in Table VIII.

Columns (2) and (6) show the estimates for the baseline model augmented only with the income-mix
ratios. The fit of the income mix model is significantly lower than for the model that accounts for real estate
risk in the product mix (columns (1) and (5)). Re-introducing real estate risk in columns (3) and (7), yields
significant gains in explanatory power. Importantly, the coefficients capturing real estate risk are virtually
identical to those in the reference model, with only the coefficient of private-label MBS dropping statistical
significance at the 10\% level. These results show that once one accounts for the product mix that banks
entered the crisis with, the incremental explanatory power of the income mix is relatively lower.

\textbf{C. The Impact of TARP}

The definition of bank failure I employ, identifies as failed institutions only banks that were placed under
FDIC receivership. One could hypothesize, however, that policy interventions during the crisis distorted

\textsuperscript{22}The estimator drops a number of banks whose survival can be predicted perfectly by the fixed effects
\textsuperscript{23}DeYoung and Torna (2013) identify the effect of income mix choices on bank distress for distressed banks close to failure. In
this paper, however, I examine the presence of an effect across all banks, viewed at a certain horizon from failure.
the true picture of bank failures by providing lifelines to insolvent banks that would have failed absent government support. Prominent among these interventions was the Troubled Asset Relief Program (TARP) and in particular the Capital Purchase Program (CPP), which was announced as part of TARP and was “launched to stabilize the financial system by providing capital to viable financial institutions of all sizes throughout the nation.”

Although it is certainly possible that some banks might have failed were it not for capital infusions through CPP, the empirical evidence suggests that on average CPP-participation did not indicate fundamental insolvency. The Treasury’s stated policy was to make program participation contingent on the bank’s classification ranking, which employed CAMELs ratings and favored institutions with strong fundamentals. Bayazitova and Shivdasani (2012) show that although banks with stronger asset quality did not apply for CPP funds, among the banks that did apply for funds the ones with stronger asset quality were more likely to be approved. In addition, they find no evidence that banks with weaker capital ratios were more likely to be approved. In a similar study, Ng, Vasvari and Wittenberg-Moerman (forthcoming) show that banks that participated in CPP had stronger fundamentals compared to non-CPP participants, and this holds true both for the periods prior to and during the program’s initiation. The authors connect CPP participation with price pressures on banks’ equity, unrelated to fundamentals, stemming from negative media coverage.

I nonetheless test whether the main results hold if I drop from my sample (a) all banks that received assistance from the CPP directly, and (b) banks whose parent BHC received assistance from the CPP. I obtain CPP participation data from the U.S. Treasury’s CPP transaction report. The results are shown in columns (4) and (8) of Table VIII and are qualitatively similar to the main results shown in columns (1) and (5). Some differences in the magnitude of coefficients in the sample of large banks are likely due to the significant reduction in sample size resulting from dropping CPP-participants.

D. Other Robustness Tests

The results are robust to accounting for large banks’ off-balance sheet risk stemming from liquidity and credit enhancements provided to asset-backed commercial paper (ABCP) conduits (column (9)). The results

---

24 In February 2009, the Treasury also announced the Capital Assistance Program (CAP), which, based on the results of a stress test, would provide capital assistance to the bank if the required capital could not be raised privately. CAP closed in November 2009, without making any investments.

25 The dataset contains 737 transactions, which took place between October 28, 2008 and December 29, 2009, corresponding to 705 unique institutions. I drop from the list of TARP recipients the eight banks which were forced to participate in the CPP in October 2008 and match the remaining CPP participants with call report data. Some TARP participants are Thrift Holding Companies which file different call reports, and others are dropped from the sample due to the data selection process described in Section 3. In the resulting subsamples of small and large banks, I have 370 and 118 TARP participants respectively.
also remain unchanged if I drop the 10 largest banks to account for the possibility of biases arising from "too-big-to-fail" effects (column (10)).

Furthermore, in unreported regressions I find that including the bank’s pre-crisis z-score as an additional control variable does not impact the magnitude and statistical significance of the coefficients, and contributes only marginally to fit. Last, estimating the main model with a linear ordinary least squares (OLS) estimator, yields coefficients that are strongly statistically significant and of similar order of magnitude as the AMEs obtained from the non-linear estimator.

VIII. Asset Performance

The previous section identified a set of pre-crisis portfolio exposures that raised the probability of bank failure during the crisis. The empirical analysis in this section aims at understanding how it is that these exposures affected bank health during the crisis, and provides further evidence in support of a causal interpretation of the relations identified earlier. The results indicate that, compared to those of survivor banks, the investment choices of failed banks fell short in two ways. First, they involved a focus on product categories that performed poorly across all banks during the crisis. Second, within each product category failed banks invested in worse-performing assets than survivor banks did.

A. Non-Performing Real Estate Loans

I use the ratio of non-performing loans to total loans as a measure of performance for the different loan portfolios, and plot quarterly averages for the period 2004-2013 for the three real estate loan categories. For reference, I also plot non-performing loan rates for non-real estate loans. The plots are shown in Figure V.

The trajectory of non-performing loan rates for surviving banks – panels (a) and (b) for small and large banks, respectively – reveals a systemic component of the crisis. Non-performing loan rates peaked during the 2010-2011 period, and for two of the three real estate loan categories were significantly higher than for the aggregate non-real estate reference portfolio. Non-performing rates for home equity loans were also higher, but possibly moderated by the fact that during the crisis a significant portion of home equity loans were still within their draw period. The fact that these patterns are present in the subsample of surviving institutions points to the presence of aggregate pressures in the real estate sector.

---

26 The results remain unchanged if I exclude leases from the reference category of non-real estate loans.

27 During the draw period, the borrower on a home equity loan is making only interest payments and the loan is not on a full amortization schedule, the sudden commencement of which could result in a default.
The worst-performing category was real estate loans to non-household borrowers. Although non-performing loan rates for traditional home mortgages were also significantly elevated, they did not drive bank failures, because failed banks entered the crisis with lower exposure to this asset category than survivor banks did. Another explanation could be that banks allocated adequate capital ex-ante to absorb unexpected losses on traditional home mortgages.\textsuperscript{28} Large survivor banks appear to have experienced larger losses on real estate loans than small survivor banks.

The graphs also point to quality differences between failed and survivor banks’ investment choices within each real estate loan category. Panels (c) and (d) display average non-performing loan rates for small and large failed banks, respectively. On average, the real estate loan portfolios of failed banks performed significantly worse than those of survivor banks. These differences started appearing as early as 2007, and, at their peak, the non-performing loan rates of failed banks were approximately 3-5 times larger than those of survivor banks. In the subsample of large failed banks these trends become less clear as we move deeper into the crisis, because bank exits rapidly decrease the size of what is already a very small subsample.

I perform difference-in-means tests to test the hypothesis that the real estate loan portfolios of failed banks consistently underperformed those of survivor banks during the crisis. The results are shown in Panels A and B of Table IX, respectively for small and large banks. Note that all of the difference-in-means tests presented in this section remain unchanged if I control for bank-specific exposure to local economic shocks. Differences in loan performance are not consistently present in the years immediately prior to the crisis. After 2007, however, failed banks report higher non-performing loan rates, and the differences are consistent across time, bank size, and real estate loan categories.

No similar patterns exist consistently for non-real estate loans. This suggests that the differences in non-performing loan rates between failed and survivor banks cannot be attributed solely to aggregate economic shocks in the specific geographical markets that the banks operate in. Neither can they be attributed to a “random draw”, whereby failed banks just happened to pull loans from the wrong tail of the risk distribution consistently across loan categories.

\textsuperscript{28}Loan performance in any category can be influenced by an idiosyncratic component that drives losses over and above those provided for by the regulatory or the banks’ internal credit risk model. Bank failure will be driven by the magnitude of this component, which during the crisis might have been higher for non-household real estate products than for traditional home mortgages. Unfortunately, the pre-crisis Call Reports do not contain the kind of refined data that would be required to test this theory.
B. Interest Returns on Real Estate Loans

To examine whether interest returns for real estate loans compensated for their comparatively higher non-performing rates, I plot the average interest return of real estate loans and compare it to that of non-real estate loans. For the period I examine, the Call Reports do not provide data on interest income that are disaggregated down to the three different real estate loan categories I examine in this paper, and I therefore plot returns for the bank’s aggregate real estate loan portfolio.

As can be seen in Figure VI, in contrast to the relatively higher non-performing rates during the crisis, the returns on the real estate loan portfolio are consistently lower than the corresponding returns on non-real estate loans. During the crisis, these differences are likely driven by the higher non-performing loan rates of real estate exposures, which lead to a smaller portion of loans actually generating interest income.\textsuperscript{29} Important, however, this same pattern is already present in 2004-2005, when non-performing loan rates were low. This suggests that prior to the crisis banks did not fully anticipate the higher non-performing rates of real estate loans that would occur during the crisis.

For the category of real estate loans, however, differences in non-performing loan rates between failed and survivor banks during the crisis were priced in the correct direction ex-ante (Panels C and D of Table IX). Due to the lack of disaggregated interest income data in the call reports, it is not possible to ascertain whether the risk component that was priced was the one due to portfolio allocation choices – i.e., failed banks invested more of their real estate portfolio into higher risk product categories – or the one due to idiosyncratic investment choices within each real estate product category – i.e., failed banks supplied credit to higher risk borrowers within each product category. Differences in interest returns between failed and survivor banks naturally reverse during the crisis, because the returns are computed over the complete stock of loans, which includes non-performing loans.

C. Gains on MBS Securities

Notable differences in performance also exist between banks’ holdings of agency MBS, private-label MBS, and securities in the residual non-MBS portfolio. I measure performance as the difference between the fair and amortised cost value of securities, divided by their amortised cost value. This metric gives a sense for potential capital gains (losses) per unit of exposure, were the bank to liquidate part of its securities portfolio.

\textsuperscript{29}I compute returns over the aggregate stock of loans to maintain consistency in the definition of non-performing rates and interest returns.
One caveat is that during the crisis banks may have been strategically overstating the fair value of their MBS portfolios, either in an attempt to conceal the true extent of potential capital losses, or in response to what they may have perceived as price pressures driven by "irrational" investor sentiment rather than by fundamentals. It is thus likely that the reported unrealized market gains of MBS carry a positive bias. This bias should be stronger for (a) private-label MBS, the pricing of which relies more heavily on private information, (b) large banks for which, due to their higher exposure to private-label MBS, positive reporting biases would have a greater balance sheet impact, and (c) failing banks which, in the presence of shrinking capital buffers, faced an increasingly higher marginal benefit of inflating the fair value of their securities holdings.

As can be seen in Figure VII, for both small and large survivor banks (panels (a) and (b), respectively) private-label MBS significantly underperform the baseline group of non-MBS securities during the crisis. Agency MBS on the other hand, outperform the baseline non-MBS portfolio during the crisis. Though this result may seem counterintuitive, it needs to be viewed against the backdrop of agency and (implicit) government guarantees associated with the underlying assets, and of a series of Treasury and Federal Reserve interventions that aimed at supporting the market for agency MBS during the crisis. The same general patterns are observed in panels (c)-(d) of Figure VII, where the plots are reproduced for failed banks.

Difference-in-means tests for failed and survivor banks point to the relative underperformance of securities held by failed banks (Panels E and F of Table IX). For the agency MBS and non-MBS portfolios, the differences are identified strongly. For private-label MBS on the other hand, differences are less robustly identified. This could be due to the small number of banks with non-zero holdings of private-label MBS, but could also be driven by the reporting biases discussed above.

D. Investment Choices and Pre-Crisis Growth

Studies have shown that the rapid growth of the real estate sector prior to the crisis was accompanied by a relaxation of lending standards (see, for example, Mian and Sufi (2009)). In my sample, failed banks did indeed increase their exposure to both loans and commitments to non-household real estate borrowers at a more rapid pace than survivor banks did. This pattern does not extend to traditional home mortgages, agency MBS, and private-label MBS.\(^30\)

Rapid growth into real estate exposures alone, however, does not explain ex-post differences in asset

\(^30\)One caveat is that due to data limitations I can only measure growth in exposures held on-balance sheet – or off-balance sheet in the case of credit lines – but cannot take account of originations that the banks distributed through the securitization channel.
performance. Comparing asset performance across categories between failed banks and a subsample of survivor banks that also grew their exposure to real estate risk rapidly during the run-up to the crisis,\textsuperscript{31} yields differences in asset performance similar to the ones presented earlier. The results are shown in the Appendix.

IX. Conclusion

This paper asks whether exposure to real estate was one of the precipitating factors in the wave of commercial bank failures that took place during the Great Recession. I identify three channels through which stresses in the real estate sector may have transmitted onto bank balance sheets. These are a bank’s portfolios of (1) illiquid assets, (2) marketable securities, and (3) off-balance sheet credit line commitments. Relying on a snapshot of the banks’ pre-crisis business models, for each of these portfolios I consider how pre-crisis choices which skewed the balance of the portfolio towards real estate products impacted the probability of bank failure during the crisis.

I first show that, during the run-up to the crisis, both failed and survivor banks increased their exposure to non-household real estate credit, but not to traditional real estate products such as home mortgage and agency MBS. Banks that failed during the crisis, entered the crisis more exposed to non-household real estate products than survivor banks did, and regression estimates indicate that these non-core exposures were the main drivers of bank failures during the crisis – neither traditional home mortgages nor agency MBS mattered for failures.

To provide further evidence of the impact of real estate exposures on bank failures, I track the performance of various real estate product categories and find, as one would expect, that real estate products performed worse than non-real estate ones during the crisis. Non-household real estate products were the worst performers. Furthermore, within each of the identified ”toxic” real estate product categories, I find that failed banks invested in assets that performed worse than the ones held by survivor banks. Ex-post differences in asset quality, however, cannot be solely attributed to the faster pace at which failed banks expanded into real estate during the pre-crisis period.

\textsuperscript{31}To obtain the subsample of “high growth” survivor banks, for each product category and bank size bucket, I retain only survivor banks whose increase in exposure from 2001 to 2005 was at least as large as the average increase in exposure of the corresponding group of failed banks
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**Figure I:** Timeline of Commercial Bank Failures. This chart displays the number of bank failures per quarter for the period 2005-2013. Failure is defined as the bank having been placed under FDIC receivership during the quarter, and I obtain receivership data from the FDIC’s list of failed banks. Sample selection is discussed in Section III.

**Figure II:** The TED spread for the period 2005-2013. This figure shows daily and annual averages of the TED spread from 2005 to 2013. The TED spread measures funding strains in the banking sector and is defined as the difference between the 3-month LIBOR rate and the 3-month Treasury rate. Data on rates obtained from the Federal Reserve Economic Data (FRED), available online by the Federal Reserve Bank of St. Louis.
**Figure III:** Evolution of default risk. This chart displays the evolution of the median z-score in 2005-2013, shown separately for failed and survivor banks. The z-score is inversely related to the probability of default and is defined as the sum of equity capital plus the mean return on assets, divided by the standard deviation of the return of assets. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III.

**Figure IV:** Evolution of housing prices. The dashed line displays quarterly values for the S&P/Case-Shiller U.S. National Home Price Index (not seasonally adjusted). The index is a composite of single-family home price indexes for the nine U.S. Census divisions, which measures shifts in the total value of all existing single-family housing stock. The solid line displays quarterly values for the NCREIF Property Index. The index is a composite total rate of return measure of investment performance of a very large pool of individual commercial real estate properties acquired in the private market for investment purposes only. *Sources: S&P Dow Jones Indices LLC, National Council of Real Estate Investment Fiduciaries (NCREIF)*
Figure V: Non-performing loan rates for real estate and non-real estate loans. This graph displays quarterly averages of asset performance for three categories of real estate loans and for a reference portfolio of all other non-real estate loans for 2004-2013. I use the ratio of non-performing loans to total loans in each loan category as an inverse measure of loan performance; the higher the value of this measure the higher the losses a bank expects to experience on its loan portfolio. Panel (a) displays loan performance for survivor banks with mean asset size in 2004 less than $1 billion, panel (b) for survivor banks with mean asset size in 2004 greater than $1 billion, panel (c) for failed banks with mean asset size in 2004 less than $1 billion, and panel (d) for failed banks with mean asset size in 2004 greater than $1 billion. Loan performance data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III.

Figure VI: Interest returns on aggregate real estate and non-real estate loan portfolios. This graph displays quarterly averages of asset returns for real estate loans and for a reference portfolio of all other non-real estate loans for 2004-2013. I use the ratio of interest income received to total loans in each loan category as the measure of loan returns; the higher the value of this measure the higher the returns the bank receives on its portfolio. Panel (a) displays loan performance for survivor banks with mean asset size in 2004 less than $1 billion, panel (b) for survivor banks with mean asset size in 2004 greater than $1 billion, panel (c) for failed banks with mean asset size in 2004 less than $1 billion, and panel (d) for failed banks with mean asset size in 2004 greater than $1 billion. Data on loan returns are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III.
Figure VII: Rate of unrealized gains on MBS and non-MBS security portfolios. This graph displays quarterly averages of asset performance for agency and private-label MBS, as well as for a reference portfolio of all other non-MBS securities for 2004-2013. I use unrealized capital gains, defined as the difference between fair and amortized cost value divided by amortized cost value, as a measure of MBS performance; the higher the value of this variable is, the higher the capital gains the bank can expect to book by trading the securities. Panel (a) displays MBS performance for survivor banks with mean asset size in 2004 less than $1 billion, panel (b) for survivor banks with mean asset size in 2004 greater than $1 billion, panel (c) for failed banks with mean asset size in 2004 less than $1 billion, and panel (d) for failed banks with mean asset size in 2004 greater than $1 billion. MBS data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III.
<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>logAssets</td>
<td>The natural logarithm of assets</td>
</tr>
<tr>
<td>BHC membership</td>
<td>The bank is a member of a Bank Holding Company</td>
</tr>
<tr>
<td>ROAA</td>
<td>Net income divided by average assets</td>
</tr>
<tr>
<td>Efficiency</td>
<td>(Total non interest income + Net interest income) / (Total non interest expense)</td>
</tr>
<tr>
<td>Non-performing loans</td>
<td>Loans past due more than 90 days plus loans not accruing divided by total loans</td>
</tr>
<tr>
<td>Equity capital</td>
<td>Total equity capital divided by assets</td>
</tr>
<tr>
<td>Core Deposits</td>
<td>The sum of demand deposits, MMDA and other savings deposits, NOW, ATS and other interest-bearing transaction accounts, and insured time deposits, divided by total assets</td>
</tr>
<tr>
<td>Money market</td>
<td>The sum of federal funds sold and securities purchased under agreement to resell divided by total assets</td>
</tr>
<tr>
<td>Securities</td>
<td>The sum of held-to-maturity and available-for-sale securities divided by total assets</td>
</tr>
<tr>
<td>Illiquid assets</td>
<td>Total assets minus the sum of cash, federal funds sold, securities purchased under agreement to resell, securities held-to-maturity and available-for-sale securities, divided by total assets</td>
</tr>
<tr>
<td>Credit lines</td>
<td>Total unused loan commitments (excluding credit card lines) divided by total assets</td>
</tr>
<tr>
<td>Securities excluding MBS</td>
<td>Total securities less the sum of Agency and Private-label MBS, divided by total assets</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>MBS issued or guaranteed by a government sponsored enterprise (GSE), divided by total assets</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>MBS issued by non-GSE issuers, divided by total assets</td>
</tr>
<tr>
<td>Illiquid assets excluding RE loans</td>
<td>Total illiquid assets minus total real estate loans, divided by total assets</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>Closed-end loans secured by 1-4 family residential properties divided by total assets</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>Open-end loans secured by 1-4 family residential properties divided by total assets</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>All other real estate loans divided by total assets</td>
</tr>
<tr>
<td>Credit lines excluding RE lines</td>
<td>Total unused loan commitments (excluding credit card lines) minus total unused real estate commitments, divided by total assets</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>Commitments to fund commercial real estate, construction, and land development loans, divided by total assets</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>Revolving, open-end lines secured by 1-4 family residential properties divided by total assets</td>
</tr>
</tbody>
</table>
Table II: Difference-in-means tests for standard predictors of failure. This table displays tests for the equality of means for a standard set of predictors of failure included in the baseline model. The left panel displays tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with average assets in 2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the variables are averaged over the four quarters of 2005. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p < 0.01, ** p < 0.05, and * p < 0.10

<table>
<thead>
<tr>
<th>SIZE VARIABLE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survived</td>
<td>Failed</td>
</tr>
<tr>
<td>Assets ($ bil)</td>
<td>0.21</td>
<td>0.28</td>
</tr>
<tr>
<td>BHC membership</td>
<td>0.17</td>
<td>0.12</td>
</tr>
<tr>
<td>ROAA</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Efficiency</td>
<td>1.64</td>
<td>1.73</td>
</tr>
<tr>
<td>Non-performing loans</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Equity capital</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>Core deposits</td>
<td>0.68</td>
<td>0.62</td>
</tr>
<tr>
<td>Cash</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Money market</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Securities</td>
<td>0.23</td>
<td>0.13</td>
</tr>
<tr>
<td>Illiquid Assets</td>
<td>0.69</td>
<td>0.80</td>
</tr>
<tr>
<td>Credit lines</td>
<td>0.11</td>
<td>0.18</td>
</tr>
</tbody>
</table>
**Table III:** The effects of real estate risk on bank failure. This table shows the results of estimating a probit model of the probability of a commercial bank failing during 2006-2013, estimated separately for small and large banks. Failure is defined as the bank having been placed under FDIC receivership between January 1, 2006 and September 30, 2013. Columns (1)-(2) report estimates over the subsample of banks with average assets in 2004 less than $1 billion, and columns (3)-(4) report estimates over the subsample of banks with average assets in 2004 greater than $1 billion. Columns (1) and (3) report estimates for the baseline model, which only uses a standard set of predictors of failure. Columns (2) and (4) augment the baseline model to include variables that capture the bank’s product mix, accounting for the exposure of the bank’s loan, securities, and credit line portfolios to various categories of real estate products. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The models are estimated using the financial variables averaged over the four quarters of 2005. The reported coefficients are average marginal effects. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p < 0.01, ** p < 0.05, and * p < 0.10

<table>
<thead>
<tr>
<th>SIZE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODEL</td>
<td>BASELINE</td>
<td>PRODUCT</td>
</tr>
<tr>
<td>VARIABLE</td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>logAssets</td>
<td>-0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>BHC membership</td>
<td>-0.03***</td>
<td>-0.02*</td>
</tr>
<tr>
<td>ROAA</td>
<td>-1.34</td>
<td>-1.37</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.02</td>
<td>-0.00</td>
</tr>
<tr>
<td>Non-performing loans</td>
<td>0.21</td>
<td>0.50</td>
</tr>
<tr>
<td>Equity capital</td>
<td>-0.44**</td>
<td>-0.45**</td>
</tr>
<tr>
<td>Core deposits</td>
<td>-0.23***</td>
<td>-0.16***</td>
</tr>
<tr>
<td>Money market</td>
<td>0.60**</td>
<td>0.24</td>
</tr>
<tr>
<td>Securities</td>
<td>0.19</td>
<td>0.16</td>
</tr>
<tr>
<td>Illiquid Assets</td>
<td>0.43**</td>
<td>0.18</td>
</tr>
<tr>
<td>Credit lines</td>
<td>0.47***</td>
<td>0.12</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.03</td>
<td>-0.01</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.58</td>
<td>1.96**</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>-0.02</td>
<td>-0.01</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>1.10***</td>
<td>2.65*</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.26***</td>
<td>0.57**</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.47***</td>
<td>0.80**</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>-1.30***</td>
<td>-3.90**</td>
</tr>
</tbody>
</table>

| Number of banks | 4,041 | 4,041 | 279 | 279 |
| Failed | 274 | 274 | 27 | 27 |
| Pseudo-R2 | 0.179 | 0.268 | 0.147 | 0.378 |
Table IV: Difference-in-means tests for changes in the banks’ business model between 2001 and 2005. This table displays tests for the equality of means for the banks’ average level of exposure to the real estate sector in 2001 and 2005, through the composition of the loan, marketable securities, and credit line portfolios. The left panel displays tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with average assets in 2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the variables are averages obtained over the four quarters of 2001 and 2005. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** $p<0.01$, ** $p<0.05$, and * $p<0.10$

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Securities excluding MBS</td>
<td>0.17 0.17 -0.001</td>
<td>0.12 0.12 -0.003</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>0.06 0.06 -0.002*</td>
<td>0.09 0.10 0.004</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.00 0.00 0.000</td>
<td>0.01 0.01 0.002***</td>
</tr>
<tr>
<td>Illiquid assets excluding RE loans</td>
<td>0.28 0.24 -0.034***</td>
<td>0.30 0.27 -0.027***</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.17 0.15 -0.016***</td>
<td>0.14 0.12 -0.018***</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.01 0.02 0.007***</td>
<td>0.02 0.03 0.014***</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.21 0.28 0.074***</td>
<td>0.24 0.28 0.048***</td>
</tr>
<tr>
<td>Credit lines excluding RE lines</td>
<td>0.05 0.06 0.007***</td>
<td>0.10 0.10 0.004*</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.02 0.04 0.012***</td>
<td>0.04 0.06 0.015***</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>0.01 0.01 0.005***</td>
<td>0.02 0.03 0.011***</td>
</tr>
</tbody>
</table>

Table V: Difference-in-means tests for pre-crisis real estate exposures. This table displays tests for the equality of means for variables capturing the banks’ level of exposure to the real estate sector through the composition of the loan, marketable securities, and credit line portfolios, for the groups of survivor and failed banks. The left panel displays tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with average assets in 2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the variables are averaged over the four quarters of 2005. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** $p<0.01$, ** $p<0.05$, and * $p<0.10$

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survived Failed Diff</td>
<td>Survived Failed Diff</td>
</tr>
<tr>
<td>Securities excluding MBS</td>
<td>0.17 0.09 -0.085***</td>
<td>0.12 0.11 -0.007</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>0.06 0.04 -0.018***</td>
<td>0.10 0.09 -0.005</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.00 0.00 0.000</td>
<td>0.01 0.01 0.005</td>
</tr>
<tr>
<td>Illiquid assets excluding RE loans</td>
<td>0.25 0.19 -0.057***</td>
<td>0.28 0.18 -0.102***</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.15 0.11 -0.043***</td>
<td>0.12 0.10 -0.025</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.02 0.03 0.009***</td>
<td>0.04 0.02 -0.019***</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.27 0.47 0.196***</td>
<td>0.27 0.43 0.167***</td>
</tr>
<tr>
<td>Credit lines excluding RE lines</td>
<td>0.06 0.06 -0.002</td>
<td>0.11 0.06 -0.046***</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.03 0.10 0.064***</td>
<td>0.05 0.10 0.048***</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>0.01 0.02 0.004***</td>
<td>0.03 0.01 -0.026***</td>
</tr>
</tbody>
</table>
Table VI: Economic impact. The table shows the reduction in the average loss rate for a counterfactual exercise in which the average levels of exposure to real estate products in 2005 are reduced down to the lowest quartile of the distribution for that year. The average loss rate is defined as the probability of failure as predicted by the model in columns (2) and (4) of Table III, and averaged across all banks in each subsample. Each row corresponds to a reduction in a single exposure, with all other exposures remaining at their empirically observed levels. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency MBS</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Number of banks</td>
<td>4,041</td>
<td>279</td>
</tr>
<tr>
<td>Failed</td>
<td>274</td>
<td>27</td>
</tr>
<tr>
<td>Loss rate in data</td>
<td>0.07</td>
<td>0.10</td>
</tr>
<tr>
<td>Loss rate from model</td>
<td>0.07</td>
<td>0.10</td>
</tr>
</tbody>
</table>
Table VII: Controlling for the effect of local economic shocks. This table shows the results of estimating a probit model of the probability of a commercial bank failing during 2006-2013, estimated separately for small and large banks. Failure is defined as the bank having been placed under FDIC receivership between January 1, 2006 and September 30, 2013. Columns (1)-(6) report estimates over the subsample of banks with average assets in 2004 less than $1 billion, and columns (7)-(12) report estimates over the subsample of banks with average assets in 2004 greater than $1 billion. Columns (1) and (7) report the estimates for the paper’s core real estate model for reference. Columns (2) and (8) include a bank-specific measure of local income shocks, derived from county-level data on per capita income declines during the 2006-2009 period, aggregated up to the bank level using bank branch-level data on deposit account balances in 2005. Columns (3) and (9) include a similarly-constructed proxy for local unemployment rates, derived from county-level data on the increase in unemployment rates during the 2006-2009 period. Columns (4) and (10) include a similarly-constructed proxy for local declines in housing prices, derived from zip code-level data on annualised house price index (HPI) declines during the 2006-2009 period. Columns (5) and (11) include simultaneously all three proxies in columns (2)-(4) and (8)-(10). Columns (6) and (12) do not include proxies for local economic conditions but saturate the core model in columns (1) and (2) with state fixed effects, for each state and bank set to 1 if a bank had a branch in the state in 2005. Commercial bank data are from the Reports of Condition and Income (Call Reports), bank failures are taken from the FDIC’s list of failed banks, branching information from the FDIC’s Summary of Deposits, income statistics from the Bureau of Economic Analysis, unemployment rates from the Bureau of Labor Statistics, and housing price index data from the Federal Housing Finance Agency. Sample selection is discussed in Section III. The models are estimated using the financial variables averaged over the four quarters of 2005. The reported coefficients are average marginal effects. Estimates for the coefficients of baseline variables are suppressed for brevity. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p < 0.01, ** p < 0.05, and * p < 0.10.

<table>
<thead>
<tr>
<th>SIZE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODEL</td>
<td>PROD</td>
<td>INC</td>
</tr>
<tr>
<td>VARIABLE</td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Securities</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>Illiquid Assets</td>
<td>0.18</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>Credit lines</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.03</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.58</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>(0.57)</td>
<td>(0.58)</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>1.10***</td>
<td>1.04***</td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(0.28)</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.26***</td>
<td>0.23***</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.47***</td>
<td>0.43***</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>-1.30***</td>
<td>-1.37***</td>
</tr>
<tr>
<td></td>
<td>(0.43)</td>
<td>(0.42)</td>
</tr>
</tbody>
</table>

| Number of banks | 4,041 | 4,041 | 4,041 | 4,041 | 4,041 | 3,573 | 279 | 279 | 279 | 279 | 279 | 137 |
| Failed | 4,041 | 4,041 | 4,041 | 4,041 | 4,041 | 3,573 | 279 | 279 | 279 | 279 | 279 | 137 |
| Pseudo-R2 | 0.268 | 0.274 | 0.291 | 0.29 | 0.299 | 0.34 | 0.378 | 0.402 | 0.419 | 0.405 | 0.428 | 0.615 |
Table VIII: Other robustness tests. This table shows the results of estimating a probit model of the probability of a commercial bank failing during 2006-2013, estimated separately for small and large banks. Failure is defined as the bank having been placed under FDIC receivership between January 1, 2006 and September 30, 2013. Columns (1)-(4) report estimates over the subsample of banks with average assets in 2004 less than $1 billion, and columns (5)-(10) report estimates over the subsample of banks with average assets in 2004 greater than $1 billion. Columns (1) and (5) report the estimates for the paper’s core real estate model for reference. Columns (2) and (6) omit controls for real estate risk, and augment the baseline model to include variables that capture the bank’s income mix, accounting for stakeholder, fee-for-service, traditional fee, and net interest income (as in DeYoung and Torna (2013)). Columns (3) and (7) augment the baseline model with variables that capture both real estate risk and the income mix of the bank. Columns (4) and (8) use the model in columns (1) and (6) but exclude all banks that participated in the Capital Purchase Program (CPP), either directly or through their Bank Holding Company. Column (9) augments the model in column (6) to include controls for large banks’ off-balance sheet risk through liquidity and credit enhancements provided to ABCP conduits. Column (10) excludes the 10 largest banks from the sample, to mitigate the impact of too-big-to-fail banks. Commercial bank data are from the Reports of Condition and Income (Call Reports), bank failures are taken from the FDIC’s list of failed banks, and CPP participation data from the U.S. Treasury’s CPP transaction report. Sample selection is discussed in Section III. The models are estimated using the financial variables averaged over the four quarters of 2005. The reported coefficients are average marginal effects. Estimates for the coefficients of baseline variables are suppressed for brevity. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3) (4)</td>
<td>(5) (6) (7) (8) (9) (10)</td>
</tr>
<tr>
<td>Securities</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.16 0.24 0.23 0.12</td>
<td>0.16 0.24 0.23 0.12</td>
</tr>
<tr>
<td></td>
<td>(0.15) (0.19) (0.16) (0.16)</td>
<td>(0.15) (0.19) (0.16) (0.16)</td>
</tr>
<tr>
<td>Illiquid Assets</td>
<td>0.18 0.41** 0.21 0.15 0.52 1.05 0.57 0.97 0.53 0.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.18) (0.16) (0.16) (0.16)</td>
<td>(0.18) (0.16) (0.16) (0.16)</td>
</tr>
<tr>
<td>Credit lines</td>
<td>0.12 0.44*** 0.13 0.12 -0.42 -0.10 -0.50* -1.01** -0.43 -0.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11) (0.05) (0.12) (0.12)</td>
<td>(0.11) (0.05) (0.12) (0.12)</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.03 -0.03 -0.01 0.15 0.16 0.04 0.16 0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08) (0.08) (0.09) (0.25)</td>
<td>(0.08) (0.08) (0.09) (0.25)</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.58 0.55 0.47 1.96** 1.30 2.28* 1.94* 2.03**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.57) (0.57) (0.61) (0.98)</td>
<td>(0.57) (0.57) (0.61) (0.98)</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>-0.02 0.00 -0.02 0.15 0.26 -0.07 0.15 0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.07) (0.07) (0.07) (0.19)</td>
<td>(0.07) (0.07) (0.07) (0.19)</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>1.10*** 1.13*** 1.17*** 2.65* 2.35** 3.84* 2.66* 2.75*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.29) (0.29) (0.32) (1.51)</td>
<td>(0.29) (0.29) (0.32) (1.51)</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.26*** 0.27*** 0.27*** 0.57*** 0.56*** 0.86*** 0.57*** 0.59***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.05) (0.05) (0.05) (0.18)</td>
<td>(0.05) (0.05) (0.05) (0.18)</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.47*** 0.43*** 0.54*** 0.80** 0.81** 1.04* 0.81** 0.82**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.13) (0.13) (0.13) (0.40)</td>
<td>(0.13) (0.13) (0.13) (0.40)</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>-1.30*** -1.31*** -1.21** -3.90** -3.90** -5.57** -3.90** -4.05**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.43) (0.43) (0.47) (1.93)</td>
<td>(0.43) (0.43) (0.47) (1.93)</td>
</tr>
</tbody>
</table>

| Number of banks | 4,041 | 4,041 | 4,041 | 3,671 | 279 | 279 | 279 | 161 | 279 | 269 |
| Failed           | 274   | 274   | 274   | 264   | 27  | 27  | 27  | 24  | 27  | 27  |
| Pseudo-R2        | 0.268 | 0.193 | 0.271 | 0.306 | 0.378 | 0.246 | 0.425 | 0.551 | 0.378 | 0.371 |
Table IX: Asset performance through the crisis. Panel A displays difference-in-means tests between the groups of survivor and failed small banks (Assets < 1 $bil) for the non-performing loan rates of various categories of real estate loans, as well as for the aggregate portfolio of all other non-real estate loans. I define non-performing loan rates as loans past due 90 days and not accruing divided by total loans in each loan category. Panel B repeats for large banks. Panel C displays difference-in-means tests between the groups of survivor and failed small banks for the loan returns of the banks’ aggregate real estate and aggregate non-real estate loan portfolios. I define loan returns as total interest income from the loan portfolio divided by the total volume of loans in the portfolio. Panel D repeats for large banks. Panel E displays difference-in-means tests between the groups of survivor and failed small banks for the rate of unrealized gains for the banks’ agency MBS, private-label MBS, and aggregate non-MBS portfolios. I define the rate of unrealized gains as the difference between fair and amortized cost value divided by amortized cost value. Panel F repeats for large banks. Bank financial data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the variables are obtained over the four quarters of each year. Standard errors are clustered at the bank level. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Non-performing loan rates (small banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-real estate loans</td>
<td>-0.0029***</td>
<td>-0.0017***</td>
<td>-0.0015***</td>
<td>-0.0012***</td>
<td>-0.0006*</td>
<td>0.0035***</td>
<td>0.0021</td>
<td>0.0040*</td>
<td>0.005</td>
<td>0.001</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.0002</td>
<td>-0.0008</td>
<td>0.0015*</td>
<td>0.0065***</td>
<td>0.0220***</td>
<td>0.0582***</td>
<td>0.0736***</td>
<td>0.0709***</td>
<td>0.0779***</td>
<td>0.0903***</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.0007*</td>
<td>0.0013***</td>
<td>0.0018***</td>
<td>0.0042***</td>
<td>0.0105***</td>
<td>0.0205***</td>
<td>0.0368***</td>
<td>0.0278***</td>
<td>0.0322***</td>
<td>0.0379*</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>-0.0027***</td>
<td>-0.0019***</td>
<td>-0.0002</td>
<td>0.0095***</td>
<td>0.0481***</td>
<td>0.0938***</td>
<td>0.1230***</td>
<td>0.1238***</td>
<td>0.1150***</td>
<td>0.0980***</td>
</tr>
<tr>
<td>Panel B: Non-performing loan rates (large banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-real estate loans</td>
<td>0.0029</td>
<td>0.0021</td>
<td>0.0021</td>
<td>0.0004</td>
<td>0.0048***</td>
<td>0.0111**</td>
<td>0.0068</td>
<td>-0.0016**</td>
<td>0.0087***</td>
<td>0.0110***</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.0082**</td>
<td>0.0041</td>
<td>0.002</td>
<td>0.0057</td>
<td>0.0192***</td>
<td>0.0593***</td>
<td>0.0872***</td>
<td>0.0345</td>
<td>0.0215***</td>
<td>0.0183***</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.0012</td>
<td>0</td>
<td>0.0019</td>
<td>0.0037</td>
<td>0.0199***</td>
<td>0.0296***</td>
<td>0.0535***</td>
<td>0.0052**</td>
<td>0.0046**</td>
<td>0.0046**</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.0009</td>
<td>-0.001</td>
<td>0.0001</td>
<td>0.0077**</td>
<td>0.0411***</td>
<td>0.0960***</td>
<td>0.1254***</td>
<td>0.1022***</td>
<td>0.1877***</td>
<td>0.1684***</td>
</tr>
<tr>
<td>Panel C: Loan returns (small banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-RE loan returns</td>
<td>0.0022**</td>
<td>0.0040***</td>
<td>0.0050***</td>
<td>0.0043***</td>
<td>0.0011</td>
<td>-0.0008</td>
<td>-0.0007</td>
<td>-0.0024</td>
<td>0.0009</td>
<td>0.0007</td>
</tr>
<tr>
<td>RE loan returns</td>
<td>0.0010*</td>
<td>0.0042***</td>
<td>0.0083***</td>
<td>0.0067***</td>
<td>-0.0027***</td>
<td>-0.0063***</td>
<td>-0.0077***</td>
<td>-0.0066***</td>
<td>-0.0046***</td>
<td>-0.0036**</td>
</tr>
<tr>
<td>Panel D: Loan returns (large banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-RE loan returns</td>
<td>0.0043</td>
<td>0.0023</td>
<td>0.0068*</td>
<td>0.0062*</td>
<td>0.0045*</td>
<td>0.0048*</td>
<td>0.0066*</td>
<td>0.0041***</td>
<td>0.0098***</td>
<td>0.0070***</td>
</tr>
<tr>
<td>RE loan returns</td>
<td>0.0070***</td>
<td>0.0078**</td>
<td>0.0092***</td>
<td>0.0098***</td>
<td>0.0033**</td>
<td>-0.0027*</td>
<td>-0.0045</td>
<td>0</td>
<td>0.0024**</td>
<td>0.0058***</td>
</tr>
<tr>
<td>Panel E: Unrealized gains (small banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-MBS securities</td>
<td>-0.0040**</td>
<td>-0.0025***</td>
<td>-0.0008</td>
<td>-0.0013**</td>
<td>-0.0106***</td>
<td>-0.0160***</td>
<td>-0.0122***</td>
<td>-0.0163***</td>
<td>-0.0233***</td>
<td>-0.0124</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.0034**</td>
<td>-0.0033***</td>
<td>-0.0032***</td>
<td>-0.0025***</td>
<td>-0.0029**</td>
<td>-0.0049***</td>
<td>-0.0073***</td>
<td>-0.0046</td>
<td>-0.0109***</td>
<td>-0.0171***</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>-0.0011</td>
<td>0.0016</td>
<td>0.0019</td>
<td>0.0025</td>
<td>-0.0121</td>
<td>-0.0060***</td>
<td>-0.0296</td>
<td>-0.0253</td>
<td>0</td>
<td>0.0014**</td>
</tr>
<tr>
<td>Panel F: Unrealized gains (large banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-MBS securities</td>
<td>-0.0069*</td>
<td>-0.0078***</td>
<td>-0.0089***</td>
<td>-0.0066***</td>
<td>-0.0179**</td>
<td>-0.0326***</td>
<td>-0.0482***</td>
<td>-0.0404***</td>
<td>-0.0240***</td>
<td>-0.0136***</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.0027</td>
<td>-0.0022</td>
<td>-0.0058***</td>
<td>-0.0045</td>
<td>-0.0034</td>
<td>-0.0110**</td>
<td>-0.0242***</td>
<td>-0.0289***</td>
<td>-0.0013</td>
<td>-0.0083***</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.0086</td>
<td>0.0019</td>
<td>0.0065</td>
<td>0.0029</td>
<td>0.0278*</td>
<td>-0.0181</td>
<td>-0.0246</td>
<td>0.0014</td>
<td>0.0014</td>
<td>0.0014</td>
</tr>
</tbody>
</table>
Appendix: Asset Performance and Growth

Table AI: Difference-in-means tests for the pace of change in the banks’ business model between failed and surviving banks. This table displays tests for the equality of means for the rate of change of the banks’ average level of exposure to the real estate sector between 2001 and 2005 through changes in the composition of the loan, marketable securities, and credit line portfolios, for the groups of survivor and failed banks. For each variable, the rate of change is defined as the difference between the variable’s average value in 2005 and its average value in 2001. The left panel displays tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with average assets in 2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the variables are averages obtained over the four quarters of the corresponding year. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SMALL (ASSETS &lt; $1bil)</th>
<th>LARGE (ASSETS &gt; $ 1bil)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survived</td>
<td>Failed</td>
</tr>
<tr>
<td>Securities excluding MBS</td>
<td>0.000</td>
<td>-0.014</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.001</td>
<td>-0.008</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>Illiquid assets excluding RE loans</td>
<td>-0.032</td>
<td>-0.060</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>-0.016</td>
<td>-0.016</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.007</td>
<td>0.009</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.069</td>
<td>0.141</td>
</tr>
<tr>
<td>Credit lines excluding RE lines</td>
<td>0.007</td>
<td>0.005</td>
</tr>
<tr>
<td>Non-household RE lines</td>
<td>0.011</td>
<td>0.036</td>
</tr>
<tr>
<td>Home equity lines of credit</td>
<td>0.005</td>
<td>0.006</td>
</tr>
</tbody>
</table>
Table AII: Asset performance through the crisis for a high-growth subsample of survivor banks. For each loan category I only keep the subsample of survivor banks with increases in exposure levels between 2001 and 2005 at least as high as the mean of the distribution of the corresponding increases for the group of failed banks. Panel A displays difference-in-means tests between the groups of survivor and failed small banks (Assets < 1 $bil) for the non-performing loan rates of various categories of real estate loans, as well as for the aggregate portfolio of all other non-real estate loans. I define non-performing loan rates as loans past due 90 days and not accruing divided by total loans in each loan category. Panel B repeats for large banks. Panel C displays difference-in-means tests between the groups of survivor and failed small banks for the rate of unrealized gains for the banks’ agency MBS, private-label MBS, and aggregate non-MBS portfolios. I define the rate of unrealized gains as the difference between fair and amortized cost value divided by amortized cost value. Panel D repeats for large banks. Bank financial data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the variables are obtained over the four quarters of each year. Standard errors are clustered at the bank level. The levels of statistical significance are *** p < 0.01, ** p < 0.05, and * p < 0.10

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-real estate loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.0008</td>
<td>-0.0003</td>
<td>0.0016</td>
<td>0.0067</td>
<td>0.0220</td>
<td>0.0583</td>
<td>0.0749</td>
<td>0.0718</td>
<td>0.0786</td>
<td>0.0906</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.0006</td>
<td>0.0002</td>
<td>0.0015</td>
<td>0.0035</td>
<td>0.0095</td>
<td>0.0190</td>
<td>0.0353</td>
<td>0.0268</td>
<td>0.0297</td>
<td>0.0349</td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0009</td>
<td>0.0088</td>
<td>0.0424</td>
<td>0.0818</td>
<td>0.1057</td>
<td>0.1049</td>
<td>0.1003</td>
<td>0.0877</td>
</tr>
<tr>
<td>Panel B: Non-performing loan rates (large banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-real estate loans</td>
<td>0.0036</td>
<td>0.0024</td>
<td>0.0025</td>
<td>0.0006</td>
<td>0.0051</td>
<td>0.0116</td>
<td>0.0071</td>
<td>-0.0039</td>
<td>0.0095</td>
<td>0.0115</td>
</tr>
<tr>
<td>Traditional home mortgages</td>
<td>0.0094</td>
<td>0.0048</td>
<td>0.0026</td>
<td>0.0067</td>
<td>0.0200</td>
<td>0.0585</td>
<td>0.0861</td>
<td>0.0313</td>
<td>0.0178</td>
<td>0.0149</td>
</tr>
<tr>
<td>Home equity loans</td>
<td>0.0018</td>
<td>0.0005</td>
<td>0.0026</td>
<td>0.0047</td>
<td>0.0117</td>
<td>0.0318</td>
<td>0.0572</td>
<td>0.0996</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-household RE loans</td>
<td>0.0025</td>
<td>0.0003</td>
<td>0.0005</td>
<td>0.0077</td>
<td>0.0403</td>
<td>0.1009</td>
<td>0.1325</td>
<td>0.1071</td>
<td>0.1885</td>
<td>0.1684</td>
</tr>
<tr>
<td>Panel C: Unrealized gains (small banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-MBS securities</td>
<td>-0.0028</td>
<td>-0.0016</td>
<td>0.0004</td>
<td>-0.0009</td>
<td>-0.0112</td>
<td>-0.0161</td>
<td>-0.0121</td>
<td>-0.0165</td>
<td>-0.0237</td>
<td>-0.0123</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>-0.0008</td>
<td>-0.0013</td>
<td>-0.0011</td>
<td>-0.0009</td>
<td>-0.0014</td>
<td>-0.0042</td>
<td>-0.0061</td>
<td>-0.0035</td>
<td>-0.0099</td>
<td>-0.0160</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>-0.0003</td>
<td>0.0035</td>
<td>0.0044</td>
<td>0.0039</td>
<td>-0.0094</td>
<td>-0.0591</td>
<td>-0.2028</td>
<td>-0.2051</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel D: Unrealized gains (large banks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-MBS securities</td>
<td>-0.0015</td>
<td>0.0032</td>
<td>-0.0066</td>
<td>-0.0046</td>
<td>-0.0092</td>
<td>-0.0245</td>
<td>-0.0458</td>
<td>-0.0391</td>
<td>-0.0216</td>
<td>-0.0118</td>
</tr>
<tr>
<td>Agency MBS</td>
<td>0.0006</td>
<td>0.0002</td>
<td>-0.0029</td>
<td>-0.0002</td>
<td>-0.0021</td>
<td>-0.0099</td>
<td>-0.0223</td>
<td>-0.0255</td>
<td>-0.001</td>
<td>-0.0078</td>
</tr>
<tr>
<td>Private-label MBS</td>
<td>0.0124</td>
<td>0.0071</td>
<td>0.0147</td>
<td>0.0073</td>
<td>0.0343</td>
<td>-0.0013</td>
<td>-0.0086</td>
<td>0.0207</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Title</td>
<td>Author</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>529</td>
<td>A search-based model of the interbank money market and monetary policy implementation</td>
<td>Morten Bech and Cyril Monnet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>528</td>
<td>External shocks, banks and optimal monetary policy in an open economy</td>
<td>Yasin Mimir and Enes Sunel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>527</td>
<td>Expectations and Risk Premia at 8:30AM: Macroeconomic Announcements and the Yield Curve</td>
<td>Peter Hördahl, Eli M Remolona and Giorgio Valente</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>526</td>
<td>Modelling the Time-Variation in Euro Area Lending Spread</td>
<td>Boris Blagov, Michael Funke and Richhild Moessner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>525</td>
<td>Capital flows and the current account: Taking financing (more) seriously</td>
<td>Claudio Borio and Piti Disyatat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>524</td>
<td>Breaking free of the triple coincidence in international finance</td>
<td>Stefan Avdjiev, Robert N McCauley and Hyun Song Shin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>523</td>
<td>The evolution of inflation expectations in Canada and the US</td>
<td>James Yetman</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>522</td>
<td>Do banks extract informational rents through collateral?</td>
<td>Bing Xu, Honglin Wang and Adrian van Rixtel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>521</td>
<td>Does variance risk have two prices? Evidence from the equity and option markets</td>
<td>Laurent Barras and Aytek Malkhozov</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>520</td>
<td>Optimal Inflation with Corporate Taxation and Financial Constraints</td>
<td>Daria Finocchiaro, Giovanni Lombardo, Caterina Mendicino and Philippe Weil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>519</td>
<td>The hunt for duration: not waving but drowning?</td>
<td>Dietrich Domanski, Hyun Song Shin and Vladyislav Sushko</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>518</td>
<td>Monetary Policy and Financial Spillovers: Losing Traction?</td>
<td>Piti Disyatat and Phurichai Rungcharoenkitkul</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>517</td>
<td>Leverage on the buy side</td>
<td>Fernando Avalos, Ramon Moreno and Tania Romero</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>516</td>
<td>Optimal Time-Consistent Macroprudential Policy</td>
<td>Javier Bianchi and Enrique G. Mendoza</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>515</td>
<td>The impact of CCPs’ margin policies on repo markets</td>
<td>Arianna Miglietta, Cristina Picillo and Mario Pietrunti</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>514</td>
<td>The influence of monetary policy on bank profitability</td>
<td>Claudio Borio, Leonardo Gambacorta and Boris Hofmann</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>513</td>
<td>The determinants of long-term debt issuance by European banks: evidence of two crises</td>
<td>Adrian van Rixtel, Luna Romo González and Jing Yang</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>International reserves and gross capital flow dynamics</td>
<td>Enrique Alberola, Aitor Erce and José Maria Serena</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All volumes are available on our website www.bis.org.